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Artificial Intelligence in the Cloud

Raising the Bar for Hyperscale Datacenter Networks
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New Traffic Pattern:
At the backend of a Data Center
« Small number of large flows

Al Workloads/Applications

| | « Periodic bursts of data sent synchronously
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: o i « Traditional passive ECMP-based load balancing

; | mechanisms suffered from low entropy problem.
| | « Failures of communications in LLM training are

| | costly

: Host CPU, NIC, Host CPU, NIC, Host CPU, NIC, | « Anepoch of training is blocked until the synchronized

| >0 5D >0 | collective communications of last epoch finishes
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| I « Ifan ongoingtrammgbjob crashes, all progress since the
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SRv6 for Backend Network
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« Integration with Al workloads flow scheduling
» Provides fined-grained network control based on source routing  provides optimal network performance

» Enables path enumeration for traffic management « Allow source to quickly reroute upon path failures or
congestion
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SRv6 for 2-layer topology using uSID
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Path control via SRv6 maximize utilization

(Using incast as an example)
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Case #1: using ECMP to distribute traffic

Passive hash-based ECMP cannot guarantee all
disjoint paths are utilized and the distribution
across paths is uneven most of the time.



Path control via SRv6 maximize utilization

(Using incast as an example)
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Case #2: using SRv6 to distribute traffic

SRv6 can deterministically control the path a flow
takes, so we can achieve that all disjoint path sets
are utilized and each path set is not loaded more
than a threshold (e.g., <= ceil(N/M))
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Config DB

SRV6_MY_LOCATORS Table

serves as a configuration source for SRv6

locators

SRV6_MY_SIDS Table

configures segment identifiers
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Fnd-to-End Control
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The NIC/DPU has many switch functionalities in multi-plane networks

SmartNic

Multiple Planes
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Inviting contributions to SONiIC community in all areas

> SONIC/SAI

> Hardware platforms

> Testing and tooling

> Download, test, deploy!

o Project Wiki with latest specification : https://sonicfoundation.dev/

o Source Code: https://github.com/sonic-net/SONiC/blob/master/sourcecode.md

e Becoming a contributor: https://github.com/sonic-net/SONIC/wiki/Becoming-a-contributor
o Mailing list: https://lists.sonicfoundation.dev/g/sonic-dev

e SONiIC Community meeting: https://sonic-net.github.io/SONIC/Calendar.html

e SONIC Routing Workgroup: conic-we-routing@lisis sonictoundation.cev | Home
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